**Definición de función de activación**

La función de activación se encarga de devolver una salida a partir de un valor de entrada, normalmente el conjunto de valores de salida en un rango determinado como (0,1) o (-1,1).

Se buscan funciones que las derivadas sean simples, para minimizar con ello el coste computacional.

**Tipos de función de activación**

**Sigmoid – Sigmoide**

La función sigmoide transforma los valores introducidos a una escala (0,1), donde los valores altos tienen de manera asintótica a 1 y los valores muy bajos tienden de manera asintótica a 0.
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Función Sigmoide

Características de la función signoide:

* Satura y mata el gradiente.
* Lenta convergencia.
* No esta centrada en el cero.
* Esta acotada entre 0 y 1.
* Buen rendimiento en la última capa.

**Tanh – Tangent Hyperbolic – Tangente hiperbólica**

La función tangente hiperbólica transforma los valores introducidos a una escala (-1,1), donde los valores altos tienen de manera asintótica a 1 y los valores muy bajos tienden de manera asintótica a -1.
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Función tangente hiperbólica

Características de la función tangente hiperbólica:

* Muy similar a la signoide
* Satura y mata el gradiente.
* Lenta convergencia.
* Centrada en 0.
* Esta acotada entre -1 y 1.
* Se utiliza para decidir entre uno opción y la contraria.
* **Buen desempeño en redes recurrentes.**

**ReLU – Rectified Lineal Unit**

La función ReLU transforma los valores introducidos anulando los valores negativos y dejando los positivos tal y como entran.

[![Función ReLU](data:image/png;base64,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)](https://www.diegocalvo.es/wp-content/uploads/2018/12/funci%C3%B3n-ReLU.png)

Función ReLU

Características de la función ReLU:

* Activación Sparse – solo se activa si son positivos.
* No está acotada.
* Se pueden morir demasiadas neuronas.
* **Se comporta bien con imágenes.**
* **Buen desempeño en redes convolucionales.**

**Leaky ReLU – Rectified Lineal Unit**

La función Leaky ReLU transforma los valores introducidos multiplicando los negativos por un coeficiente rectificativo y dejando los positivos según entran.
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Función Leaky ReLU

Características de la función Leaky ReLU:

* Similar a la función ReLU.
* Penaliza los negativos mediante un coeficiente rectificador.
* No está acotada.
* Se comporta bien con imágenes.
* Buen desempeño en redes convolucionales.

**Softmax – Rectified Lineal Unit**

La función Softmax transforma las salidas a una representación en forma de probabilidades, de tal manera que el sumatorio de todas las probabilidades de las salidas de 1.
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Función Softmax

Características de la función Softmax:

* Se utiliza cuando queremos tener una representación en forma de probabilidades.
* Esta acotada entre 0 y 1.
* Muy diferenciable.
* Se utiliza para para normalizar tipo multiclase.
* Buen rendimiento en las últimas capas.